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  چكيده
ها مطالعات ترين مطالعات در حيطه علوم پزشكي جهت يافتن ريسك فاكتورها و عوامل مرتبط با بيمارييكي از متداول: و هدف زمينه

گركه بر پاسخ اما در اين بين بعضي عوامل مخدوش. يا خطرنسبي است  ORشاهدي هستند كه شاخص مهم قابل محاسبه درآن  –موردي 
گر، طراحي هاي حذف اثر مخدوشدهد يكي از روشرا كمتر يا بيشتر نشان مي OR برند وبه دست آمده را زير سوال مي  ORموثرند اعتبار

سازي براي اين نوع مطالعات است كه در مطالعه حاضر سه هاي متداول مدلرگرسيون لجستيك يكي از روش. است matchingمطالعات 
  .روش رگرسيون لجستيك در حالت استقلال ،حاشيه اي و شرطي با هم مقايسه مي شوند

بدين ترتيب كه داده ها از توزيع . استاين مطالعه بر روي داده هاي شبيه سازي شده وابسته به هم انجام پذيرفته  :روش كارمواد و 
، ) 0.25،0.15(، ) 0.25،0.25(سپس با انتخاب نقاط برش . شوندتوليد مي) 0،0.2،0.4،0.6،0.8(هاي نرمال دو متغيره با ضريب همبستگي

يع گسسته صفر و يك كه به هم ها كه از توزيع پيوسته هستند به توزبراي تابع احتمال تجمعي آنها اين داده)  0.05، 0.25(، ) 0.25،0.1(
ها برازش داده مي شود سپس سه مدل رگرسيون لجستيك در حالت استقلال ، حاشيه اي و شرطي به داده. شوندوابسته هستند تبديل مي

سه مدل در نقاط برش ذكرشده با هم مقايسه  ORو همچنين ميانه  97.5و  2.5صدك  بار تكرار مقدار10000با. محاسبه مي شود OR و
    .مي شوند
اما با افزايش ميزان  همبستگي بين . مشابه دارند و تغيير درنقاط باز هم ضرايب مشابه دارد  ORدر همبستگي صفر هر سه مدل: يافته ها
به عنوان مثال در نقطه . خواهد بودبين مدل حاشيه اي و استقلال متفاوت نيست ولي مقدار آن با مدل شرطي متفاوت   ORمشاهدات

است ولي در مدل شرطي اين  2.8به دست آمده در مدل استقلال و حاشيه اي   ORميانه  0.6و ضريب همبستگي ) 0.25،0.1(برش 
  .يعني دوبرابر مقدار برازش شده است 5مقدار 

تري است و هرچه ميزان اين ت قطعا روش صحيحاستفاده ازمدل هاي شرطي زماني كه همبستگي بين مشاهدات زياد اس: نتيجه گيري
اما زماني كه همبستگي بين مشاهدات ناچيز . همبستگي بالا برود ميزان خطاي ما در استفاده از مدل استقلال يا حاشيه اي بالا مي رود

  .است استفاده از سه مدل برآوردهاي يكساني مي دهد
گرمطالعات موردي شاهدي ، مدل لجستيك حاشيه اي، مدل لجستيك شرطي، شبيه سازي ، مخدوش: ي كليديواژه ها
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  مقدمه
ا درباره سبب شناسي بيماري اساسا براي آزمون فرضيه ه

روش  در .مشاهده اي تجربي و :روش وجود داردها دو 
 اختيار تغييرات عاملي را كه در تجربي پژوهشگران اثر
براي مثال ممكن است پژوهشگري  .دارند مطالعه مي كنند
نيمي  به طور تصادفي انتخاب و را يك گروه موش همزاد

كه تصورمي رود سرطان زاست  معرض ماده اي در ازآنها را
گروه  دو هر سپس فراواني سرطان را در و مي دهند قرار

تنها  اين است كه پژوهشگر ترروش معمول .ثبت مي كنند
اساس  گروه هاي مردم كه بر در بيماري را رويداد مي تواند

 مقابل مجردها يا مانند متاهل ها در(تجربه مواجهه 
 اند جداشده يكديگر از )مقابل غيرسيگاريها سيگاري ها در

مطالعات مشاهده اي  مشكل اساسي در. كندمشاهده مي را
معمولا گروه هاي مشاهده شده علاوه برعامل  اين است كه

 با جانب پاره اي خصوصيات ديگر خاص تحت مطالعه از
به دليل اين عوامل مخدوشگر كه اغلب  .هم متفاوتند

ستند نمايش نقش عامل تحت غيرقابل اندازه گيري ه
انواع مطالعات علت  يكي از .مي شود تربررسي مشكل

  ].1[اهدي استپزشكي مطالعات موردي ش شناسي در
 گذشته نگر انواع مطالعات از يكي مطالعات موردي شاهدي

 اين مطالعات افرادي كه تشخيص داده شده اند بيمار در .هستند
مقايسه مي  )شاهدها( نيستند كه بيمارباافرادي  )موارد( هستند
 درطراحي اين مطالعات روشي كه مي توان اثرمخدوشگر .شوند

 همسان سازي موارد جوركردن يا.  ازبين برد بسيارمهم است را
 .عوامل مخدوشگر معمول ترين روش است نظر از شاهدها با

لحاظ  انتخاب شاهدها به نحوي كه از جوركردن عبارت است از
 و موارد .موارد مشابه باشند ختصاصي باپاره اي مشخصات ا

 سن ،جنس و. هم جوركرد ممكن است تك تك با را شاهدها
جوركردن به  كه در معمول ترين متغيرهايي هستند نژاد

شاخص هاي مهم براي  تعيين ميزان  يكي از.كارگرفته مي شود
بيماري ها محاسبه مي شود خطرنسبي  اهميت عوامل خطر در

)OR (خطرنسبي  ].2،3[ .است)OR (است كه  يك اندازه خطر
يك عامل  شانس كسي كه با نشان دهنده آن است كه چقدر

 .است كه مواجهه نداشته بيشتر خطر مواجهه داشته ازكسي
طريق جداول  پاسخ گسسته هم از خطرنسبي براي متغير

اين مقاله  در .روش مدل سازي محاسبه كرد هم از توافقي و
  ].4،5[است روش مدل سازي موردنظر

  
  

  روش كار
مقاله بجاي استفاده از داده هاي واقعي از در اين  :داده ها -1

سازي شبيه. داده هاي شبيه سازي شده استفاده شده است
فرآيندي است براي پاسخ دادن به سؤالات مربوط به دنياي 

هاي هايي كه خيلي شبيه وضعيتواقعي، به كمك انجام آزمايش
روشهاي  راه استفاده از براي حل مسائل دو .واقعي هستند

همچنين روش شبيه سازي استفاده مي  احتمالي و رياضي و
  .شود

توليد ابتدا براي : توليد داده ها به روش شبيه سازي -2
نكته  .شد داده هاي دودويي همبسته به هم به روش زير اجرا

ها شبيه سازي Xهمان  قابل توجه اين است كه متغير مستقل يا
  Yمتغير مي شوند به دليل اينكه مطالعه موردي شاهدي است و

براي گروه  يك و قبل مشخص است كه براي گروه مورد برابر از
 توزيع نرمال دو از 50به حجم نمونه هايي. است صفر برابر شاهد

) 0،0.2،0.4،0.6،0.8(حالت  5 ضريب همبستگي ها در متغيره با
مي  افزايش پيدا 0.2 يعني ضريب همبستگي . توليد مي شود

آنجايي كه توزيع نرمال يك توزيع پيوسته است براي  از .كند
تابع توزيع تجمعي  يك از و تبديل آن به توزيع گسسته صفر

يعني نقاط برش مختلفي براي تبديل اين  .استفاده مي شود
اين است كه  دليل ديگر .يك استفاده مي شود و داده ها به صفر

هدي به عنوان مثال اهميت يك ريسك مطالعات موردي شا در
افزايش مي  اشتن نقاط برش مختلف كاهش ياذباگ را فاكتور

تي ظمستقل به عنوان  عامل حفا دهيم حتي ممكن است متغير
به ترتيب  نقاط برش براي دوگروه مورد شاهد .درنظر گرفته شود

، 0.25(، ) 0.25،0.1(، ) 0.25،0.15(، ) 0.25،0.25(به صورت 
تابع توزيع تجمعي درگروه  گرفته مي شود يعني اگر)  0.05
 باشد بيشتر 0.25 از اگر و صفر باشد عدد مترك0.25از مورد

 و عدد صفر 50عدد يك درنظرگرفته مي شود به اين ترتيب 
 بين دو شاهد هم از و انتخاب گروه مورد .شد خواهد يك توليد

 تا وبود   اول به صورت تصادفي خواهد دسته داده براي بار
  .ماند انتهاي شبيه سازي ثابت خواهد

مرحله سه مدل رگرسيون لجستيك  دراين :مدل سازي آماري
شرطي برازش داده مي  و  )GEE(درحالت استقلال ،حاشيه اي

اين مرحله اين است كه درحالت  مهم در نكته بسيار .شود
نداريم  شاهد و مورد ارتباط گروه مورد استقلال هيچ شرطي در

همسان  هرمورد حتما هركنترل كه با حالت ديگر ود ولي در
يك طبقه درنظر گرفته شود  سازي شده به صورت يك خوشه يا

يك تغيير درنحوه چيدمان داده هاي شبيه  براي اين منظور با.
  :بود خواهند سازي شده داده ها به صورت زير
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از پاسخ در يك مطالعه داراي توزيعي غير  زماني كه متغير

و يا پواسن از  اي نرمال باشد همانند توزيع برنولي، دوجمله
مدلهاي خطي تعميم يافته كه تعميمي از مدلهاي خطي 

  . همانند رگرسيون مي باشند استفاده مي شود
زماني كه متغير پاسخ دوجمله اي مدل رگرسيون لجستيك

باشد رايج ترين مدل خطي تعميم يافته ) شكست/پيروزي(
شاهدي  -ر مطالعات موردد .لجستيك استمدل رگرسيون 

عدم بيماري  كه / بيماري: متغير پاسخ ما دوجمله اي است
  .يك نشان مي دهيم و صفر با آن را

مي πi  = P(yi=1)يك متغيرتصادفي برنولي با  Yدرواقع 
 Xمدل رگرسيون لجستيك يك رابطه خطي بين  كه. باشد

ቀو لگاريتم شانس رخداد پيشامد بيماري  ஠౟
ଵି஠౟

ቁ براي فرد
iام برقرار ميكند و به صورت زير نوشته ميشود.  
  

log ൬
π୧

1 െ π୧
൰ ൌ α ൅ βX୧ 

مدل هاي لجستيك براي مطالعات موردي شاهدي  هرچند
آن  و قابل استفاده هستند ولي يك محدوديت بزرگ دارند

نمي توانند انجام  هم پيش بيني خطر براي يك فرد را
قابل  درواقع فقط خطرنسبي براي اين مطالعات .دهند

براي . است OR همان خطرنسبي  eஒكه درآن .محاسبه است
روش معادلات درستنمايي  ضرايب رگرسيوني از برآورد

فرض مستقل بودن مشاهدات  استفاده مي شود كه با
  به عنوان  معادلات درستنايي نوشته مي شوند

  
  
  
  

  
  
  
  
  
  
  
  
  
  

مدل لجيت لگاريتم تابع درستنمايي به صورت  مثال در
  .بود خواهد1رابطه 

مدل رگرسيون  مدل رگرسيون لجستيك حاشيه  اي و دو
معمول براي  به طور) شرطي( اثرات تصادفيلجستيك با 

رگرسيون لجستيك براي مطالعات موردي شاهدي همسان 
سازي شده يعني زماني كه مشاهدات به هم وابسته 

  .استفاده ميشود هستند
مدلهاي حاشيه : مدل رگرسيون لجستيك حاشيه اي -2

متغيرمستقل روي پاسخ ها  اي مدل هايي هستندكه تاثير
همبستگي بين پاسخ ها براي يك  مجزا از به طور را

 اين مدلها اميد در .مدل بندي مي كند ني معيدنآزمو
متغيرهاي  به صورت تابعي از  E(Yij)حاشيه اي 

  .توضيحي مدل بندي مي شود
  :است زير يك مدل حاشيه اي داراي اجزا

متغيرهاي  به – E(Yij)  = μij –حاشيه اي پاسخ  اميد -1
وابسته است   β = xij h(μij) به صورت –  xij–توضيحي 
به عنوان . اي است شناخته شده تابع پيوند hكه درآن 
  . پاسخ هاي دودويي تابع لگاريتم است يمثال برا

 Φواريانس حاشيه اي به ميانگين حاشيه اي به صورت  -2
=  v(μij) var(yij  تابع واريانس  vوابسته است كه  (

پارامتر مقياسي است كه  Φ شناخته شده اي است و
ممكن است علاوه بر ساير برآوردها نياز به برآورد داشته 

  .باشد
  
  
  

  نحوه خوشه بندي مشاهدات براي برازش مدل شرطي: 1جدول

  0=عدم مواجهه1=مواجهه 0=شاهد1=مورد خوشهشماره  رديف
1 111 
2  1 0 1  
3  2 1 0  
4  2 0 0  
....  ..... ... ....  
99  50 1 0  
100  50 0 1  

1رابطه Lሺβሻ ൌ expሼLሺβ; y, xሻሽ ൌ ∑ ሺ∑ x୧୨ y୧୧୨ ሻβ୨ െ ∑ log ሼ1 ൅ exp ሺ∑ β୨ x୧୨ ୨
N
୧ୀଵ ሻሽ 
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ن يميانگ به صورت تابعي از   yikو yijهمبستگي  -3
  است يعني   αپارامترهاي اضافي  حاشيه اي آنها و

corr൫y୧୨, y୧୩൯ ൌ ρሺµ୧୨, µ୧୩; αሻ 
  .هاست μiتابع شناخته شده اي از ρكه درآن 

مي توان گفت مدلهاي حاشيه اي براي پاسخ هاي وابسته 
. ها براي پاسخ هاي مستقل هستند  GLMازتعميمي 

تعميم  يكي ازمدلهاي معروف حاشيه اي معادلات برآورد
درسال  zeger وLiang است كه  بوسيله ) GEE( يافته

  .معرفي شد 1986
 اميد تابعي از) GEE(تعميم يافته  رهيافت معادلات برآورد

متغيرهاي  وابسته به صورت تابعي از حاشيه اي متغير
مشخص مي شود همچنين فرض مي شود كه واريانس كمكي 

به علاوه ماتريس . تابعي معلوم از ميانيگن حاشيه اي است
  .همبستگي عملي براي مشاهدات هر آزمودني معين مي شود

  )شرطي(ل اثرات تصادفي مد -ب
در اين مدل فرض مي شود ، مدل منحصر به يك آزمودني 

در اين صورت ضرايب نشان دهنده تغييرات پاسخ . خاص است
. در كلاس مورد نظر به ازاء يك واحد تغيير در متغير پيشگوست

يا چنين تصور كنيم كه ضرايب نشان دهنده ميزان تغيير در 
ير پيشگو يك واحد تغيير مي داخل آزمودني است وقتي متغ

در محاسبه تابع درستنمايي اين ). وقتي بقيه ثابت هستند( كند
 مقادير  uiمدلها فرض ميشود كه با در نظر گرفتن اثر تصادفي 

yij در روش مدل  .در گروه مورد و شاهد از هم مستقل هستند
گيري سازي شرطي، اطلاعات حاشيه اي را مي توان با ميانگين

فقط مدل  GEEمدل . بر روي همه كلاس ها به دست آورد
حاشيه اي را برازش مي دهد در حالي كه مدل شرطي قابليت 

  . برازش مدل شرطي را هم دارد
  يافته ها 

فرايند توليد داده تصادفي  15ورژن  Rبااستفاده ازنرم افزار
بار با تغيير ضريب همبستگي و نقاط برشي كه در بالا  10000

رشد تكرار شد و در هر تكرار، پس از برازش مدل ها مقادير ذك
OR   رابطهازEXP(β)  سپس . براي هر مدل به دست آمد

بار تكرار براي هر مدل به همراه  10000در  ORميانه مقادير 
درصدي را شامل  95كه يك فاصله  97.5و صدك  2.5صدك 

زماني كه همبستگي بين مشاهدات . شود محاسبه گرديدمي
ملاحظه مي شود هر سه مدل  4صفر است همانطوركه درجدول

مقاديرت مشابهي را  ORشرطي ، حاشيه اي و استقلال براي 
يعني اگرمشاهدات مستقل باشند تفاوتي در . نشان مي دهند

ضرايب مدل رگرسيوني و به همين ترتيب در خطرنسبي 
در  نقطه  ORبازه اطمينان . سه مدل نخواهيم كردمشاهده در

يعني زماني  كه مواجهه درگروه مورد و   (0.25,0.25)برش 
شاهد يكسان است عدد يك را شامل مي شود كه همانطوركه 
انتظارمي رود نشان دهنده  اين است كه متغير مورد بررسي 

  (0.25,0.15)اما در نقطه برش . يك عامل خطر نيست
در  1.9زه شامل يك مي شود ولي ميانه فاصله عدد هرچند با

. در مدل شرطي است  2مدل استقلال و حاشيه اي و 
 همينطوركه احتمال مواجهه درگروه مورد بالا مي رود ميانه 

OR   در همبستگي .از عدد يك در هر سه مدل دور مي شود
. در سه مدل كمي با هم متفاوت مي شوند   ORمقادير  0.2

هرچند هر سه مدل ميانه يك را   (0.25,0.25)ش درنقطه بر
در مدل استقلال و  97.5.و  2.5ولي صدك . نشان مي دهند

ولي در مدل شرطي بين ) 2.4،0.4(حاشيه اي شبيه هم بين 
  ORهمينطوركه نقاط برش را تغييرمي دهيم . است)  3،0.33(

از يك دور مي شود و فاصله اطمينان هم در سه مدل متفاوت 
با بالا رفتن ضريب همبستگي به عنوان مثال در .ي شودتر م
به عنوان . تفاوت در برازش سه مدل آشكارتر مي شود  0.6عدد

براي دو مدل  ORميانه ) 0.1،  0.25(مثال در نقطه برش 
. است 5ولي در مدل شرطي  2.84عدد  استقلال و حاشيه اي

 OR يعني زماني كه همبستگي بين مشاهدات اضافه مي شود 
شبيه هم  اما با مدل شرطي بسيار  درمدل حاشيه اي و استقلال

  .متفاوت خواهد بود
 بحث

هدف اين مطالعه آشكاركردن ميزان خطايي بود كه زماني كه 
 انتخاب مدل استقلال يا در مشاهدات به هم وابسته هستند
شد  ذكر بالا همانطوركه در. حاشيه اي خواهيم داشت بود

شرطي زماني كه همبستگي بين مشاهدات مدل هاي  استفاده از
هرچه ميزان اين  است قطعا روش صحيح تري است و زياد

مدل استقلال  استفاده از در همبستگي بالا برود ميزان خطاي ما
زماني كه همبستگي بين  اما .مي رود حاشيه اي بالا يا

سه مدل برآوردهاي يكساني  است استفاده از مشاهدات ناچيز
 نقاط برش زماني نيز تاثير زيادي در در تغيير. مي دهد
زماني كه ضريب همبستگي . سه مدل دارند هر در  ORمقدار
نشان  را فاصله اطمينان ها  وميانه در ريمي شود تغي زياد

هرچند مدل حاشيه اي درگروه مدلهايي قرار مي . ميدهد
ولي چون  لحاظ مي كند گيردكه همبستگي بين مشاهدات را

بهبود  ضرايب را، كند اشيه ها مدل بندي ميروي ميانيگن ح
  .نمي بخشد
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 مدل حاشيه اي  نقاط برش  مدل استقلال  مدل شرطي

025/0 OR 5/0 OR 975/0 OR 025/0 OR 5/0 OR 975/0 OR 025/0 OR 5/0 OR 975/0 OR 

) 25/0,25/0( 39/0 00/1 58/2 39/0 00/1 58/2 36/0 00/1 75/2 
)15/0,25/0(  70/0 94/1 00/6 70/0 94/1 00/6 70/0 00/2 00/7 

)1/0,25/0(  00/1 14/3 29/11 00/1 14/3 29/11 00/1 00/3 00/13 
)05/0,25/0(  83/1 00/6 06/23 83/1 00/6 06/23 75/1 00/6 00/17 

ρ =0.2 

 مدل استقلال  مدل حاشيه اي  نقاط برش  مدل شرطي

025/0 OR 5/0 OR 975/0 OR 025/0 OR 5/0 OR 975/0 OR 025/0 OR 5/0 OR 975/0 OR 

)25/0,25/0(  40/0 00/1 45/2 40/0 00/1 45/2 33/0 00/1 00/3 
)15/0,25/0(  72/0 88/1 50/5 72/0 88/1 50/5 70/0 00/2 00/9 
)1/0,25/0(  00/1 89/2 76/10 00/1 89/2 76/10 00/1 33/3 00/14 

)05/0,25/0( 87/1 50/5 00/21 87/1 50/5 00/21 00/2 50/6 00/16 

ρ =0.4 
 مدل استقلال  مدل حاشيه اي  مدل شرطي

 نقاط برش 025/0 OR 5/0 OR 975/0 OR 025/0 OR 5/0 OR 975/0 OR 025/0 OR 5/0 OR 975/0 OR 

)25/0,25/0( 44/0 00/1 25/2 44/0 00/1 25/2 30/0 00/1 00/3 
)15/0,25/0( 79/0 88/1 06/5 79/0 88/1 06/5 75/0 33/2 00/10 
)1/0,25/0( 17/1 88/2 33/9 17/1 88/2 33/9 20/1 00/4 00/14 
)05/0,25/0( 94/1 27/5 06/19 94/1 27/5 06/19 25/2 00/8 00/16 

ρ =0.6 

 مدل شرطي مدل استقلال  مدل حاشيه اي

 OR 5/0 OR 975/0 OR 025/0 OR 5/0 OR 975/0 OR 025/0 OR 5/0 OR 975/0 OR 025/0 نقاط برش

)25/0,25/0( 47/0 00/1 06/2 47/0 00/1 06/2 25/0 00/1 67/3 
)15/0,25/0( 85/0 84/1 57/4 85/0 84/1 57/4 75/0 67/2 00/11 
)1/0,25/0( 23/1 84/2 98/7 23/1 84/2 98/7 40/1 00/5 00/14 
)05/0,25/0( 98/1 95/4 22/17 98/1 95/4 22/17 67/2 00/9 00/16 

ρ =0.8 
 مدل شرطي مدل استقلال  مدل حاشيه اي

 OR 5/0 OR 975/0 OR 025/0 OR 5/0 OR 975/0 OR 025/0 OR 5/0 OR 975/0 OR 025/0 نقاط برش

)25/0,25/0( 54/0 00/1 83/1 54/0 00/1 83/1 17/0 00/1 00/5 
)15/0,25/0( 00/1 77/1 86/3 00/1 77/1 86/3 00/1 50/3 00/11 
)1/0,25/0( 31/1 58/2 77/6 31/1 58/2 77/6 00/2 00/7 00/13 
)05/0,25/0( 98/1 57/4 47/15 98/1 57/4 47/15 50/3 00/10 00/16 

 

ضريب همبستگي هاي  نقاط برش  و شرطي در حاشيه اي وسه مدل استقلال ،  حاصل از  ORمقايسه : 2جدول 
 متفاوت
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  و همكاران
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Comparing odds ratio (OR) from fitting Independence, marginal 

and conditional models in analyzing the individual matched 
case-control studies with simulation data 
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Abstract  
Background & Objectives One of the popular studies in medical 
sciences for finding risk factors and the reason of the disease, are case-
control studies that the important index we can calculate is odds ratio. 
but some   confounders   which    effect on response   variable challenge 
 the   OR’s validity   and present   OR   more or less than the real value. 
One way of omitting the effect of confounder is designing matched 
studies .Logistic regression is one of the general methods for modeling 
these studies. This article compares 3 logistic regression models: 
independence, marginal and conditional. 
Materials & Methods: This study has been conducted on 
correlated simulated data. Thus the data is simulated from bivariate 
normal distribution with the correlation coefficients (0, 0.2, 0.4, 0.6, 
and 0.8). Then with changing cut-off points at (0.05, 0.25), (0.25, 0.1), 
(0.25, 0.15), (0.25, 0.25) for their c.d.f ,we convert continues 
distribution to categorical binary distribution which data are related 
together. Then 3 logistic regression model in independence, marginal 
and conditional version fit to data and calculate OR. With 10000 times 
iteration, we compare 2.5 and 97.5  percentiles values and the   median 
OR    percentile value at the above cut-off points for all their models.  
Results: When the correlation is zero, all three models have the same 
quantity for OR and also changing in point have the same coefficient. 
But with the increasing correlation between the observations, OR 
between marginal model and independence model is not different. But 
its value will vary with the conditional model. For example, the cut-off 
point (0.25,0.1) and when the correlation is 0.6, median of OR that 
obtained in marginal model and independence model is 2.8, but in 
conditional model this quantity is 5 and it is twice of fitted value. 
Conclusion: When the correlation between observations is high, using 
of conditional model is more correctly method and with increasing this 
correlation, our error rate by using independence or marginal model 
rises. But when correlation between observations is negligible, using of 
the three models gives similar estimates. 
Key words: case-control studies, marginal logistic model, conditional 
logistic model, simulation, confounder. 
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