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هاي مغزي بودن فرآیندهاي الکتریکی منجر به صرع رفتار سیگنالبه دلیل تصادفی:کارمواد و روش
مصروع در سه گروه طبیعی، 300این تحقیق . را به صورت یک دنباله در واحد زمان می توان بیان کرد

شدند، سپس ها پس از دریافت، پیش پردازش ن اساس دادهبر ای. شدندمرحله قبل از تشنج و تشنج بررسی 
هاي خاص، توسط الگوریتم پیشنهادي، پیش بینی قابل قبول و مناسبی بر روي به دنبال استخراج ویژگی

ایی هم عرضی       در نهایت به منظور اعتبار سنجی نهایی، از روش ارزیابی چند دسته. گیردها صورت میآن
)k-fold (ه شده استاستفاد.

هاي احتمالی حذف شد، در مرحله بعد آرتیفکت) WT3(ابتدا توسط تبدیل پردازشگر ویولیت :یافته ها
بدست آمد، سپس توسط الگوریتم) تاخیرها(ها بهترین ویژگی) BPSO4(هوشمند پرندگان توسط الگوریتم 

در . شدها انجام نظور مدیریت دادهمبه) تاخیرها(ها ، کاهش بعد ویژگی)SVM5(ماشین بردار پشتیبان 
واحد زمانی تاخیر در پیش 2پایان ارزیابی نهایی و اعتبار سنجی نهایی صورت گرفت، تا دقت الگوریتم با 

.بینی تایید شود
. سیستم پیشنهادي در قالب ترکیب و تعامل به دقت پیش بینی بالایی دست یافت:نتیجه گیري

هاي مقایسه این روش و روش. ؛ در پیش بینی توانایی چندانی ندارندهاي حاضر علی رغم دقت بالاروش
.نشان از دقت و کارایی بالاي این سیستم داردموجود 
.هاي هوشمندصرع، پیش بینی، الکتروانسفالوگرام ، سري زمانی، سیستم:يکلیدهايواژه
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134محمد فیوضی و همکاران... ارائه یک سیستم ترکیبی هوشمند به منظور
مقدمه

و بروز انواع ترین مشکلات عصر کنونی، ظهور یکی از مهم
برخی ازاین . هاي مربوط به دستگاه عصبی استبیماري
اي ماهیچه–هاي عصبی ها، نظیر صرع و سکتهبیماري

ایی از افراد جامعه در قلب، گریبان گیر تعداد قابل ملاحضه
. ]1[هاي سنی و در طبقات اجتماعی مخلتف استرده

Neurological(نورولوژیکی اختلالصرع یک 

disorder (ها نفر را در جهان گرفتار است که میلیون
و علت آن را نقص در فعالیت الکتریکی ]2[ساخته است

هاي مغزي به دلیل افزایش تحریک پذیري سلول
صرع یک آشفتگی .]3[دانندهاي عصبی میسلول

ناگهانی و گذرا در عملکرد مغز است، که از فعالیت 
نورونی حاصل ها در یک شبکه وسیع همزمان نورون

هاي ناحیه صورت و لرزش برخی ماهیچه.]4[شودمی
بیش رغم اینکهعلی. باشدگردن از آثار حملات صرعی می

از فعالیت و بررسی در زمینه پاتوفیزیولوژي سال 40از
گذرد، هنوز آشکار سازي و پیشگویی آن در حال صرع می

بررسی است ولی نشان داده شده است که آشکارسازي 
در سیگنال –یعنی امواج تیز –هاي نورونی صرعی یهتخل

الکترآنسفالوگرام گامی مهم در تشخیص، درمان و حتی 
در چنین مواردي .]5[پیش بینی اختلال عصبی است

، که ثبت )EEG(بررسی سیگنال الکترونسفالوگرام 
هاي عصبی هاي الکتریکی تولید شده در سلولپتانسیل

ها و رفتار همی از بی نظمیقشر مغز است، اطلاعات م
در چند سال اخیر . ها در اختیار ما خواهد گذاشتنورون

هاي داده کاوي در پزشکی ایی به روشتوجه قابل ملاحضه
به صورت تئوري ثابت شده است که یک گروه . شده است

هاي ترکیبی هوشمند، نتایج ها یا سیستماز کلاسه بند
هر دسته . ]12- 6[کنندیدقیق تري از بهترین آنها ارائه م

هاي مربوط به خود ها و ضعفداده و روش، داراي توانایی
بوده که ممکن است در یک سیستم داده کاوي خوب عمل 

از این .]13[کند و در جایی دیگر نتیجه مطلوب را ندهد
رو براي رسیدن به جوابی پایدار و مطلوب، میل به ترکیب 

هاي تاکنون روش. هاي هوشمند رو به رشد استروش
بسیاري در غالب تحقیقات متعدد در زمینه حملات صرعی 

وYambeدر یکی از این موارد، . انجام شده است

و رفتار آشوبناك 1همکاران با استفاده از نماي لیاپانوف
امواج مغزي و سري زمانی بحث پیش بینی و کنترل وقوع 

، در تحقیق دیگري.]14[حملات تشنجی انجام شده است
هاي انطباقی نروفازي ونماي لیاپانوف با استفاده از سیستم

EEGیک روش خودکار براي تشخیص صرع از امواج 

نشان داد که با 2سوباسی.]15[معرفی گردیده است
هاي نروفازي استفاده از ابزار حوزه موجک و سیستم

تشخیص بیماري صرع با استفاده از تغییرات جزیی در 
هاي در گزارش.]16[شودنجام میهاي مغزي اسیگنال

شود که با استفاده از استخراج دیگري مشاهده می
هاي تبدیل موجک و سیستم نروفازي تشخیص ویژگی

در راستاي این مطالعات . ]17و18[شودصرع انجام می
Ghosh-Dastidarکه تشخص ندنشان دادو همکاران

. استبیماري صرع توسط یک الگوریتم با ناظر امکان پذیر
هاي آزمایشات بالینی فرد و همچنین در استفاده از داده

منظور و بانک قواعد، سیستم فازي به EEGنتایج ثبت 
در .]19[تشخیص حملات تشنجی گزارش داده است

و همکاران با استفاده از 3مورمانتحقیق دیگري 
هاي هاي آزمایشگاهی بالینی و پزشکی و تشنجالگوریتم

اصل . ]20[اندبیماري را انجام دادهناقص پیش بینی
تاخیر نیز براي پیش بینی وقوع صرع در گزارش دیگري 

متاسفانه در هیچ کدام از موارد .]21[مشاهده شده است
مشابه و مراجع مهم نمایه کننده انشارت علمی به لحاظ 

در حالت کلی، ابتدا .کیفیت کار اثري مشابه یافت نشد
شوند، سپس توسط الگوریتم ها پیش پردازش میداده

شوند تا در مرحله ها شناسایی میپیشنهادي بهترین تاخیر
آخر روش پیشنهادي، بر اساس بهترین تاخیرها، پیش 

در این تحقیق .بینی دقیقی از وقوع بیماري صرع رخ دهد
روش جدید به منظور پیش بینی وقوع حملات هدف ارائه 

. استصرع 
روش کار

هاي مورد استفاده در داده:ورد استفادههاي مداده- 2-1
هاي مربوط به سه دسته مختلف حالت این تحقیق، از داده

باشند، که طبیعی بیمار، مرحله قبل از تشنج و تشنج می

1 Lyapunov Exponent
2- Subasi
3 -Mormann
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135)1(7؛ دوره94سالمجله دانشگاه علوم پزشکی خراسان شمالی                 
توسط بخش صرع دانشگاه بن آلمان به صورت آنلاین بر 

ها مربوط به صرعِ داده.]22[روي سایت تهیه شده است
نمونه 100که هر گروه داراي دباشنلوب گیجگاهی می

EEG ثانیه است که با فرکانس 36/2تک کاناله به طول
هر قسمت از . استهرتز نمونه برداري شده61/173

مجزا در نظر گرفته شده است EEGها به صورت یک داده
دسته .]23[در اختیار بود EEGي داده300و بنابراین 

A, B و به ترتیب مربوط ثبت سیگنال مغزي از سطح بوده
هاي داده. به داوطلبی سالم با چشمانی باز و بسته است

C,D هنگام عدم حمله صرع و به ترتیب فرد بیمار با در
. نظر گرفتن صرع ژنتیکی و ثبت در نیمکره مخالف است

.مربوط به فرد بیمار در خلال حمله صرعی استEدسته 
وده و ثبت بر روي سطح و خارج جمجه بA,Bدسته هاي

- Aشکل (اي است ثبت دورن جمجهC,D,Eدسته هاي 
بوده A,Eدر این تحقیق اساس کار بر روي دو دسته ). 1

هاي نمایش دسته. که به طور کامل دسته بندي می شود
,Aپنج گانه  B, C, D, E به دلیل نزدیکی دامنه و برد ،

باشد، به همین خاطر از حالت ها قابل نمایش نمیسیگنال
ها براي نمایش همان می در محور طولی سیگناللگاریت

A -1پنج دسته سیگنال در یک بازه محدود، از شکل 
.شوداستفاده می

مسئلۀ: مسئله باز شناسایی الگو و انتخاب ویژگی- 2-2
است کههاییویژگیواقع برگزیدندرویژگیانتخاب
.]24[باشندداراخروجیدر پیشگوییراتوانحداکثر
باشد، بهتواندمیچهبهینهینکه زیرمجموعۀاتعریف
.]25[استکنیم، وابستهحلقصد داریمکههاییمسئله

ها به هاي انتخاب ویژگی بسته به روند ارزیابی آنالگوریتم
اگر انتخاب ویژگی . شونددو دسته عمده تقسیم می

یعنی به (انجام شود، یادگیريمستقل از هر گونه الگوریتم
، آن روش را فیلتر )یش پردازنده کاملاً مجزاصورت یک پ

هاي انتخاب شده قبل از گویند که در این روش ویژگیمی
اگر روند ارزیابی با یک الگوریتم . شوندپردازش حاصل می

طبقه بندي در ارتباط باشد، روش انتخاب ویژگی را 
Wrapperدسته دوم معمولاً نتایج . نامندیا حلقه بسته می
یک سیستم شناسایی الگوي . شوندمنجر میبهتري را 

بخش است، استخراج ویژگی، انتخاب 4متداول شامل 
ویژگی، طراحی و آموزش طبقه بندي کننده و سرانجام 

در این تحقیق ازسیستم انطباقی فازي عصبی . آزمایش
براي آزمایش، تکنیک بهینه سازي باینري پرندگان براي 

براي کلاس SVMانتخاب بهترین ویژگی و الگوریتم
. شوداستفاده میهابندي و طبقه بندي نمونه

ها از پایگاه در ابتدا داده:فرآیند روش پیشنهادي- 2-3
هاي مورد ند، دادهدشاستخراج ]26[بن اطلاعاتی دانشگاه ُ

، به بود) نویزهاي احتمالی(استفاده آغشته به آرتیفکت 
این نهمین منظور از تبدیل موجک براي از بین برد

BPSOسپس از الگوریتم . شدهاي احتمالی استفاده نویز

با توجه به تابع برازندگی تعریف شده مبنی بر انتخاب 
. دگردیاستفاده ) تاخیرها(ها ویژگی) موثرترین(بهینه ترین 

براي بررسی ) SVM(از الگوریتم ماشین بردار پشتیبان 
د این فرآین. شداستفاده BPSOصحت انجام الگوریتم

به منظور افزایش حداکثري BPSOاینقدر در الگوریتم 
دقت انتخاب ویژگی و نتیجه مطلوب یعنی پیش بینی 

ها شد تا اینکه بهینه ترین ویژگیساده بیماري تکرار 
در نهایت پس از تعیین بهینه ترین . بدست آیند) تاخیرها(
تاخیر (، ورودي مناسب )تاخیرها(ها ویژگی) موثرترین(

تحویل سیستم انطباقی فازي عصبی به منظور ) نههاي بهی
.شندنی صحیح و دقیق وقوع حملات صرع پیش بی

اي دادهرخازهریکچنانچه:هاي زمانیسري-1- 2-3
واعدادقالبدردنبالهیکصورتبهپیرامون اطراف

برايراهکاريتواندمیگیرد،قرارمورد بررسیکمیت،
ازصرفنظرها،دنبالهاین.شدباآنآتیمقادیربینیپیش
وسازوکارچهازبرخاستهوپدیدهچهمربوط بهاینکه
تحلیل) سري زمانی(نام باشند بهچه عواملیازمتأثر

ومفروضاتازبسیاريکهنماندناگفتهالبته،. شوندمی
آنالیز درتواندمیپدیده،یکمورددرموجوداطلاعات

سريیکدر. گیردقرارفادهاستموردمربوطزمانیسري
با آتی سري،مقادیر) 1معادله (نمونه nازمتشکلزمانی

.آیدروش عمده بدست می3
)1 (

ni xxxxx ,.....,....,,, 321

است مانند معادله خودقبلیمقادیرازمقادیر آتی، تابعی
)2 (
)2(

))(),.......,1(()( dtxtxfty 
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136محمد فیوضی و همکاران... ارائه یک سیستم ترکیبی هوشمند به منظور
هاي زمانی، پیش بینی رخداد آتی هاي دیگر سريدر مدل

و یا ترکیبی از ) 3معادله (سیستم بر اساس رفتار آینده 
. شودمیبیان ) 4معادله (رفتار کنوي و رفتار آینده سیستم 

)3(
))(),.......,1(()( dtytyfty 

در سیستم آخر و مدل آخر رفتار سیستم تابعی از رفتار 
.باشدسیستم میفعلی و مقداري نیز از رفتار آینده

)4(
))()...,1(),(),...1(()( dtytydtxtxfty 

غیر خطی هايمدلازکهزمانیهايبینی در سريپیش
ايپیشرفتهوهوشمندکنند، نیازمند ابزارهايپیروي می

هاي انطباقی فازي عصبی و یا سیستمهايشبکهمانند
خلاصه، هدف، یافتن یک خلاصه از طوربه. عصبی هستند

کرد سیستم در گذشته است که ماشین پیش بهترین عمل
سريمقادیري از یکمشاهدهتواند بابینی کننده می

. کندآتی آن را پیش بینی ، مقادیر)گذشته سیستم(زمانی 
هاي زمانی این است که اگر بتوانیم علت استفاده از سري

یک نمودار با نمودار روند اجرایی سري، همزمان یا 
توانیم با توجه به رفتارسري میکنیم،)fit(اصطلاحاً 

حاصل از همزمانی با سري اصلی، رفتار سري اصلی را 
هاي براي مثال یکی از معروفترین سري. پیش بینی کنیم

27Mackey-glass equation[(زمانی، سري استاندارد 

. را در نظر بگیرید6با معادله ) ]
)6(

0,,
1




 nt
x

x

dt

dx
n






ي مهم بدست آوردن بهترین عملکرد و نکتهدر این تحقیق 
ي سیستم است که توسط تبدیل ایی از گذشتهیا خلاصه

شود تا رفتار سیستم آماده می) DWT(ویولت گسسته 
و BPSOهایی مانند الگوریتمتوسط طبقه بندي کننده

بهترین کارایی یا ویژگی سیستم SVMسپس الگوریتم 
سیله الگوریتم انطباقی بدست آید تا بو) تاخیر(در گذشته 

ANFISدرفتار آینده سیستم پیش بینی شو.
براي Wavelet Transform:تبدیل موجک -2- 2-3

هاي مغزي یکی از ها همانند سیگنالآنالیز بیوسیگنال
باشد که در این ها استفاده از آنالیز ویولت میبهترین روش

تحقیق براي حذف آرتیفکت و استخراج ویژگی اطلاعات 
ر آشکار سازي رخدادهاي گذرا مانند حملات صرعی د

باشد به طوري که داراي رزولوشن خوبی مناسب میبسیار
تبدیل موجک از یکسري . در زمان و فرکانس بوده است

شود که قابلیت نمایش توابع پایه به فرم زیر تشکیل می
. 7اجزاي فرکانسی و زمانی را دارد معادله 

)7(
)()(, a
ttattoa

02

1 
 

)(t تابع ویولت مادر بوده که تبدیل ویولت طبق معادله
.باشددر زیر می) 8(
)8(

dttthtaW ba )()(),( * ,




0

هرتز برق شهر جزء عواملی 50آرتی فکت و فرکانس نویز 
شده و مانع از تعیین EEGاست که باعث خرابی سیگنال 

یکی دیگر از عوامل . شوددقیق مشخصات براي پزشک می
ها پلک زدن بیمار، حرکت سر بیمار و ایجاد این آرتیفکت
ها بوده که معمولاً داراي محدوده حرکت کره چشم
اقتباس از بادر این پژوهش .]28[باشد فرکانس پایین می

این عوامل ) DWT(و استفاده از آنالیز ویولت گسسته ]2[
ها به تدا سیگنالاب. مخرب به شرح ذیل حذف شده است

به پنج زیر باند یا پنج مرحله DWTوسیله الگوریتم 
زیر باندها داراي وضوح ،البته براي مشاهده.شودتجزیه می

و کیفیت نامناسبی است، به همین خاطر سیگنال مذکور 
سپس سیگنال تقریب . کنیمرا در یک بازه محدود می

است و مرحله پنجم که کمترین باند فرکانسی را دارا 
گردد و باشد حذف میحاوي اطلاعات آرتی فکت می

در این ). B -1شکل (شود مجددا سیگنال بازسازي می
آرتیفکت حذف جهت ’haar‘تحقیق از تابع ویولت 

استفاده شد که علت آن شباهت نبسی با تابع آرتیفکت 
در نهایت با اعمال این الگوریتم بر روي .]2[باشدمی

یک بانک اطلاعاتی براي A,Eهاي مجموعه سیگنال
. شودپردازش نهایی تهیه می

:(BPSO)الگوریتم حرکت دسته جمعی ذرات -3- 2-3
الگوریتم بهینه سازي حرکت دسته جمعی ذرات از جمله 

هاي جستجوي موازي مبتنی بر جمعیت است که الگوریتم
مطرح 1995درسال و همکاران Kennedyتوسط 

ز جواب هاي تصادفی که با یک گروه ا]29و30[شد
به صورت ) پرنده(هر ذره . کندبه کار میشروع) پرندگان(

Xi[t]وVi[t]با دو بردار) بسته به نوع مساله(چند بعدي 
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137)1(7؛ دوره94سالمجله دانشگاه علوم پزشکی خراسان شمالی                 
) امt(که به ترتیب معرف موقعیت و سرعت فعلی در لحظه 

در هر مرحله از حرکت . شودام هستند مشخص میiاز ذره 
,p_best(ار بهترین جمعیت، مکان هر پرنده با دو مقد

g_best ( شودبه روز می10و9معادله 2توسط.
)9(

])[][(

])[][(][v×]1[

22

,
11i

tXtXrC

tXtXrCtwtV

i

i

gbest

pbesti
i





)10(
])1[][]1[ i  tVtXtX ii

با درنظر گرفتن (ضریب اینرسی است W، )9در معادله 
و C1. قرار دارد[1.25-0]؛ به صورت خطی در بازه )]31[

C2[1.5-0]وهی در بازه ، میزان تجربه شخصی و گر

شود که بطور معمول براي هر دوي آنها از انتخاب می
دو عدد ]32،33[استفاده شده است2/1و یا 5/1مقدار 

r1 وr2 براي . باشندمی[1-0]نیز اعداد تصادفی در بازه
جلوگیري از واگرایی الگوریتم سرعت پرنده به یک بازه 

[Vmin,Vmax]عضوي از دامنهVشود، که محدود می

نیز بردار موقعیت فعلی پرنده را با 10معادله .می باشد
تغییر . کندتوجه به سرعت جدید آن بروز رسانی می

شود، گام انجام می2معادله بروزرسانی الگوریتم باینري در 
اعمال : و ببراي تغییر سرعت) 9(استفاده از معادله : الف

، 11تابع سیگموید در معادله
)11(

]1[
1

1
])1[(





tv

e

tvS
ij

ij

پارامترهاي الگوریتم حرکت دسته جمعی ذرات: 1جدول 

. [0,1]براي محدود کردن سرعت بین) 12(
)12(











 


wiseother0

1])+[t(VSrandif1
1]+[tX ji

ij

هاي مساله از در اینجا به منظور بهینه سازي فضاي جواب
عی ذرات مدل الگوریتم باینري حرکت دسته جم

(BPSO)[1 0]ابتدا تمام ذرات در بازه . شوداستفاده می

ظر گرفتن یک رشته دودویی با در ن. شودنرمالیزه می

شود شروع میBPSOبراي هر ذره، 1یا 0بیت 50شامل 
.1مانند بردار 

)1 (

آنانتخابنمایانگر"1"وویژگیحذفنمایانگر0""
ایجاد چنین برداري، باید البته براي. باشدمیویژگی

ساختار برنامه را طوري محدود کرد که بطور تصادفی در 
ویژگی از سیگنال اصلی را بطور تصادفی با 50هر تلاش 

کند تا بهترین توجه به تابع هدف بررسی و آزمایش می
دقتمسئلهایندر. بدست آید)تاخیرها(ها ویژگی

. منتخب استۀزیرمجموعبودنکوچکازمهمترشناسایی
شوند، منجر مییکسانیدقتبهکهمجموعهدوبیناگرچه

بنابراین با توجه . شودمیدادهترجیحترکوچکمجموعۀ
پیشنهاد می را)13(برازندگی تابع]25[به نتایج مطلوب

. کنیم
)13(

n

sn
AccuracyFitness


 .

|n|ها و ویژگیکلتعداد|s|خبهاي منتتعداد ویژگی
دوميشناسایی و جملهدقتازضریبیاوليجمله.است

βو αمجموع ضرایب .هاستویژگیکاهشنرخازضریبی
مسئله دقتایندر.گیریممینظردر100برابر ثابت ورا

خواهدβاز تربسیار بزرگαاست پس مهمترشناسایی
یا میزان صحت، بیشترین قدرت Accuracy.بود

ازشناسی شده است که از توانایی جداسازي هاي بویژگی
. آیدها در الگوریتم ماشین بردار پشتیبان بدست میویژگی

.اندشدهتنظیم1مطابق جدول BPSOپارامترهاي 
روند بررسی و ارزیابی در تابع هدف پیشنهادي در الگوریتم 

.مشخص شده است2حرکت دسته جمعی ذرات در شکل 
تصادفید زیر مجموعۀچنباBPSOکه استبدیهی
زیر تعداديدر واقع، سعی داردکند ومیکاربهشروع

اطلاعاتو مفیدترینبیشترینحاويکهرامجموعه
بعد معرفیکمبردارهاي ویژگی. کندمعرفیماهستند، به

کنندة طبقه بنديآموزشبرايBPSOتوسط شده
SVMشوندمیبردهکاربه.

SVMندي الگوریتم دسته ب-4- 2-3 :SVM یک
تواند در الگوریتم یادگیري با سرپرستی است که می

کاربردهایی نظیر جداسازي و طبقه بندي داده مورد 
هاي تواند دادهاین الگوریتم می. ]34[استفاده قرار گیرد

00101011… … 00 01….. 00 1010
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138محمد فیوضی و همکاران... ارائه یک سیستم ترکیبی هوشمند به منظور
ها توسط اصولاً داده. آموزش را به دو دسته تقسیم کند

ت یک خط قابل جداسازي هستند، و در غیر اینصو
به ابعاد یک تابعها به وسیله الگوریتم با نگاشت ویژگی

کند توسط یک فرا صفحه با دقت بالاتري بالاتر سعی می
بر SVMدر اثر اعمال الگوریتم . ها را تفکیک نمایدداده

با قدرت طبقه 3هاي اولیه شکل ویژگی در تلاش2روي 
.بندي مشخص شده حاصل شد

. ها استقه بندي کننده دادهرابطه فراصفحه طب14معادله 
هاي موازي بر اساس روابط فراصفحه16و15معادلات 

در صورت ترسیم این . باشندشرایط حداکثر حاشیه می
توابع ساده فاصله بین دو صفحه حاشیه برابر 

w

. باشدمی2

)14(0b-x× w

)15 (1-b-x× w

)16 (1b-x× w

بردار نرمال خط جدا wمتغییر ورودي، xدر این روابط 
. ]35[عرض از مبدا خط جدا کننده استbکننده و

SVMهاي خروجی از در اینجا نقش کلاس بندي نمونه
وتسریعمنظوربه. را داردBPSOتابع هزینه الگوریتم 

منظور بهSVMخطی تابعازکارینادرمحاسباتکاهش
. ها استفاده شده استجداسازي ویژگی

:)ANFIS(عصبی -الگوریتم انطباقی فازي-5- 2-3
مورد استفاده یک مدل فازي سوگنو در ANFISالگوریتم 

مورد ANFISساختار. باشدقالب یک سیستم تطبیقی می
که باشد،داراي اجزایی اصطلاحا به نام گره میاستفاده 

هاي ثابت و ها بیان کننده گرهدایرهایی هاي دایرهگره
در لایه اول، . هاي تطبیقی هستندها بیان کننده گرهمربع

، در جه هاي تطبیقی هستند و خروجی این لایهتمامی گره
در زیر 27تا 17روابط هاست که باعضویت فازي ورودي

:شودداده می
) 18و17(

4,3

2,1)(

2
1

1





 iO

ixO

Bii

Aii





توانند هر تابع عضویت فازي می2Biو xAi)(که 
استفاده Gaussianبراي مثال اگر از تابع عضویت . باشند

:شودداده می19با رابطه xAi)(گردد 

)19(
2

2

2

)(

)( i

icx

Ai ex 




پارامترهاي تابع عضویت هستند که تابع iو iCکه
Gaussianدر لایه دوم، . گیردبر طبق آنها شکل می

شود که به عنوان و بیان می) Mهاي گره(ها ثابت بوده گره
خروجی این لایه را . کندیک ضرب کننده ساده عمل می

: بیان کرد20توان به صورت رابطه می
)20(

2,1)()(2  iyxO BiAiii 
در . توان آنها را به قدرت آتش قوانین تعبیر کردکه می

اند و نشان داده شدهNها ثابت بوده و با لایه سوم نیز گره
از لایه قبلی عمل هاي آتشدر نقش نرمال کننده قدرت

:باشدمی21خروجی این لایه نیز به صورت رابطه. کندمی
)21(

2,1
21

2 


 iO i
i 




. توان به قدرت آتش نرمال شده تعبیر نموداین لایه را می
هاي تطبیقی بوده و خروجی هر گره در لایه چهارم، گره

اي درجه حاصلضرب قدرت آتش نرمال شده و چند جمله
بنابراین . اول براي یک مدل سوگنو درجه اول است

یر بیان ز22توان به صورت رابطه خروجی این لایه را می
: کرد

)22(
2,1)(4  iryqxpfO iiiiiii 

باشد که میSدر لایه پنچم، یک گره ثابت با برچسب 
هاي ورودي به آن است خروجی آن حاصل جمع سیگنال

.23رابطه
)23(

21

2

1
2

1
5 








 



i
i

i
ii

i

f
fO

، میزان ANFISوظیفه الگوریتم یادگیري براي ساختار 
اصلاح کردن پارامترهاي قابل  ii c, و iii rqp است ,,

. هاي آموزش سازدرا هماهنگ با دادهANFISتا خروجی 
هماهنگی که پارامترهاي مقدم  ii c, ،ثابت باشند

بیان 24توان به صورت رابطهرا میANFISخروجی مدل
: نمود
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139)1(7؛ دوره94سالمجله دانشگاه علوم پزشکی خراسان شمالی                 
)24(

2
21

2
1

21

1 fff













25به معادله 24در معادله 19با قرار دادن معادله 
:رسیممی

)25(2211 fff  

-ifو با قرار دان قوانین  thenبه رابطه24فازي در معادله
:خواهیم رسید26و 25

)26(

2222

2211111

)()(

)()()()(

rqy

pxrqypxf







هاي موخر که یک ترکیب خطی از پارامتر iii rqp ,,

ها از روش براي شناسایی مقادیر بهینه این پارامتر. باشدمی
روش حداقل مربعات . حداقل مربعات، استفاده شده است

براي بهینه کردن پارامترهاي موخر با ) مسیر رو به جلو(
هنگامی که . رودپارامترهاي مقدم ثابت به کار می

مسیر رو به پارامترهاي موخر بهینه پیدا شدند، بلافاصله
مسیر رو به (روش کاهش نزولی خطا . شودعقب شروع می

براي تنظیم پارامترهاي مقدم وابسته به ) عقب
خروجی . رودهاي فازي در دامنه ورودي به کار میمجموعه
ANFIS با استفاده ازپارامترهاي موخر پیدا شده در مسیر

خطاي خروجی نیز براي . شودرو به جلو محاسبه می
پارامترهاي مقدم به وسیله الگوریتم پس انتشار تنظیم

مشخصات و .]36[گرددخطاي استاندارد استفاده می
ساختار سیستم استنتاج فازي بکار رفته در الگوریتم 

ANFIS توابع عضویت . نشان داده شده است2در جدول
"زد"استفاده شده در سیستم استتنتاج فازي، از نوع 

.اندیل تفسیر شدهذدر 27ادله باشند که بر اساس معمی

)27(


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

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


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
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




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لازم به ذکر است که از مشخصات ساختاري الگوریتم 
ANFISسیستمی که . محدودیت در اعمال ورودي است

هایی از روش. ورودي و یک خروجی خواهد بود4داراي 
عصبی - هاي فازيکه براي ایجاد ساختار فازي در شبکه

C)Fuzzyهاي میانگین فازي شود به روشمیاستفاده

C-means(ایی ، روش زیر خوشه)Sub. Clustering ( و
Grid(ايروش افراز شبکه Partitioning (هاي و از روش

هاي پس انتشار خطا توان به روشآموزش شبکه می
)Back Propagation( و روش ترکیبی کمترین مربعات و

-LS(پس انتشار خطا  Back Propagation ( اشاره کرد
ها براي انتخاب بهترین نتیجه استفاده شده که از این روش

.است
یافته ها

در حالت کلی میتوان تمام فرایند انتخاب ویژگی که منجر 
شود را اینگونه بیان کرد؛ توسط به تشخیص تاخیر می

الگوریتم باینري حرکت دسته جمعی ذرات با توجه به 
، )EEG(رش الکترانسفالوگرام هاي گزاتعداد ویژگی

تولید "1"و"0"هایی به ازاي هر گزارش سرشار از بردار
ضرب ) گزارش(شود، رشته در مشخصات هر سیگنال می

هاي هر شدن ویژگی"1"یا "0"شده و با توجه به
) در تابع برازندگی(سیگنال آرایه حاصل وارد تابع هزینه 

بدست شود، سپس خروجی تشخیصی هر سیگنالمی
هاي تشخیصی، به منظور طبقه آمده و متناسب با خروجی

شده و مجداد به SVMبندي صحیح، نتیجه وارد الگوریتم 
. گرددباز میBPSOالگوریتم 

و تکرار BPSOاین فرآیند در تابع هزینه الگوریتم 
منجر به انتخاب بهترین جواب ممکن به BPSOالگوریتم 

پس توسط تاخیرهاي س. شودمنظور تشخیص تاخیر می
هاي متناسب با اعمال تاخیر در تشخیص داده شده ورودي

ایی براي ورودي سیستم طول تمام سیگنال بانک داده
شود تا در نهایت پیش بینی انطباقی عصبی فازي ایجاد می

هاي سیستم براي اثبات قابلیت. صحیح صورت گیرد
دسته ایی -10پیشنهادي، فرایند اعتبار سنجی عرضی 

200مجموعاً (بر روي پایگاه داده ) K-foldتوسط (
هاي هاي حذف نویز شده از دستهگزارش تاخیر از سیگنال

A, E 10پیاده شد که به ) ویژگی4نمونه با 50در قالب
بطوریکه هر قسمت داراي ترکیبی از . دسته تقسم شدند
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Target Values
Output Values

پیش بینی شده و سري واقعینمایش تفاوت ناچیز سري : 4شکل 

پارامترهاي الگوریتم پرندگان: 1جدول 
BPSOالگوریتم الگوریتم بهینه سازي

ذره20جمعیت اولیه
Maxiter500تلاش

C11]31[یا ضریب تجربه شخصی
C220]31[یا ضریب تجربه گروهی
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نتایج خطاي میانگین مربعات نهایی به منظور انتخاب بهترین روش آموزش:2جدول 
الگوریتم آموزش

ترکیب پس انتشار و حداقل 
4مربعات

2میانگین مربعات خطا3پس انتشار

1روش تولید سیستم فازي

2 -10×2.4569.2 -10×2.3257
ن خوشه بندي میانگی

5فازي

2 -10×2.45312 -10×2.4569
6زیر خوشه ایی

2 -10×3.68213 -10×3.1209
7افراز بندي شبکه ایی

پارامترهاي سیستم  استنتاج فازي
تعداد متغییرهاخروجی1/ورودي104استلزام سوگنو
تعداد توابع عضویتتایع1110روش جمع14ضرب 

نوع توابع عضویت8زد12روش ضرب15تجمیع ضرب و جمع 
روش دفازي سازي9مرکز ثقل13روش استنباط16همبستگی زمانی

1- Fuzzy Inference System (FIS)

2-MSE (Mean Square Error)
3-Back Propagation (BP)
4-Hybrid Back Propagation – Least Square (BP-LS)
5- FCM (Fuzzy C-Means Algorithm)
6-Sub Clustering
7-Grid Partitioning
8-Z Member Ship Function
9- Wtaver
10- Implication
11- And method
12- Or method
13- Inference
14-Product
15-Prober
16- Correlation-min
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9در این نوع اعتبار سنجی، . باشدها میتمام سیگنال

ها براي آموزش و قسمت باقیمانده براي قسمت از داده
10ش این فرایند آموزش و آزمای. روندآزمایش به کار می

شود به طوري که بار به صورت متوالی چرخشی انجام می
هر بار یک قسمت متفاوت براي آزمایش کنار گذاشته 

. شودمی
بحث

. استفاده شدMATLABبراي شبیه سازي از نرم افزار 
دهد که انتخاب صحیح ها نشان مینتایج شبیه سازي

هاي فازي عصبی بسیار مهم است، چراها، به شبکهورودي
توانند دقت و کارایی شبکه را افزایش و ها میکه ورودي

در نهایت . زمان همگرایی را بطور چشمگیري کاهش دهد
عملکرد نهایی سیستم در حالت 4با توجه به شکل 

توان دید سري شود چرا که میبزرگنمایی مشخص می
به .  پیش بینی شده نسبتاً عملکرد مناسبی داشته است

مورد اختلاف سري پیش بینی شده و توان در راحتی می
سري واقعی تصمیم گیري کرد، چرا که سري پیش بینی 

از خط ) خیلی ناچیز(شده با اختلاف چند واحد زمانی 
مرجع عبور کرده است، البته چالش اصلی در آموزش 

با استفاده از . هاي آن استفازي ورودي–عصبی شبکه
مشخص شد فرآیندهاي هوشمند مصنوعی و داده کاوي،

ها در هر زمان از سري وابسته به که رفتار هر نمونه از داده
واحد زمانی قبل تر، یا به عبارتی دیگر 2و 3و4و 5

:نمایش داد28توان این وابستگی را توسط معاله می
)28(

)2()3()4()5()(  txtxtxtxty

بهترین عملکرد سیستم با توجه به خطاي 2در جدول 
بینی شده و نتیجه واقعی و میانگین اختلاف نتیجه پیش 

مجموع مربعات خطاي سیستم پیش بینی کننده بر اساس 
.بیان شده است29هاي آموزش طبق رابطه نتایج روش

)29(





n

i
n

iyiyett
e

1

2arg

شود که بهترین روش مشخص میبا توجه به نتایج جدول
نگین قازي براي ایجاد ساختار فازي استفاده از الگوریتم میا

C)FCM ( و همینطور بهترین روش آموزش شبکه با

ها و چیدمان و ساختار شبکه روش توجه به نوع داده
. باشدترکیبی کمترین مربعات و پس انتشار خطا می

نتیجه گیري
عصبی منجر به تشنج و صرع یکی از شایعترین بیماري

در این تحقیق با توجه به . شودحتی فلج موضعی می
رت پیش بینی زود هنگام و به موقع این بیماري، ضرو

هاي هوشمند ارائه روشی نوین مبتنی بر ترکیب سیستم
هاي فازي عصبی مصنوعی به منظور شده است، از الگوریتم

بسیاري از . انطباق، یادگیري و دسته بندي استفاده شد
اما محققین تمایل زیادي در استفاده از این ابزار را دارند، 

مناسب با توجه ) تاخیر(آموزش و یا انتخاب وروديچالش 
زمانی یا رفتار گزارش الکترآنسفالوگرام مهم ترین به سري

هاي فازي عصبی هاي الگوریتم شبکهقسمت تعیین ورودي
ترکیب . خصوصا به خاطر محدودیت در اعمال ورودي است

هاي داده کاوي هاي تکاملی، منطق فازي، سیستمالگوریتم
تواند یک ایده مناسب براي افزایش هاي عصبی میو شبکه

ها به منظور تشخیص و انتخاب ویژگی کارایی این شبکه
که در نهایت منجر به عملکرد و دسته بندي ) تاخیر(

مساله مهم تر در استفاده از . شود، باشندها میصحیح داده
هاي فازي عصبی بحث ایجاد یا شبکهANFISالگوریتم 

آموزش دهنده شبکه است که انتخاب ساختار فازي و 
البته هدف در اینگونه . بهترین آنها نیز در قبل بررسی شد

درصدي باید باشد، تا بتوان به 100تحقیقات پیش بینی 
دور ازدسترس ... ي عمل پوشاند، که ان شااآن جامه

.نیست
تشکر و قدردانی 

یت از تمام زحمات و حمامقاله،این انتهايدرلازم است تا 
هاي هاي دوستانمان در آزمایشگاه پردازش سیگنال

) تربیت معلم سبزوار(دیجیتال دانشگاه حکیم سبزواري 
ز خداوند منان براي ، و اداشته باشیمکمال قدردانی را 

. را داریمسلامتی و پیروزي ایشان آرزوي
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Abstract

Background & Objectives: Seizures can be noted to the main symptom of epilepsy.
Seizures prediction or early diagnosis for people reduces significantly injuries of
epilepsy. The main problem that related to neurological disorders is an inability to
timely prediction or the occurrence of seizures.
Material and Method: EEG signals are Stochastic Process that can be treated as a
sequence in time or in other words can be stated time series. In this study 300
epileptic patients categorized in three groups: normal, before and during the
convulsive seizures were studied. Accordingly, after receiving data, they were
preprocessed, then for Prediction time occurrence extracted special features by
propose Algorithm. Eventually In order to final validate the cross-evaluation method
(k-fold) has been used.
Result: Firstly by wavelet transforms (WT), removed possible artifacts. In the next
step by Binary Particle Swarm Optimization (BPSO) the characteristics (delay) are
obtained. Then SVM algorithm (SVM) was performed to dimension reduction and
manage the data (delay) so final Prediction that applied by Adaptive Nero Fuzzy
Inference System Based on Optimal Delay. The final evaluation and final validation
were done and the algorithm accurately in predicts by 2 units in delay approved.
Conclusion: The Proposed System achieved a high accurate by interaction in
introduced method. Despite the high accuracy, the present methods have a little ability
in predicting seizure. Comparing the current methods indicate   accuracy and high
efficiency of  the present approach.
Keywords: Epilepsy, Prediction, Electroencephalogram, Time series, intelligent
systems
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